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ABSTRACT 
The evaluation of various software quality metrics like performance, reliability, and response time are done using 

quantitative techniques and it is essential for component based software applications. In this paper the performance 

of the software application is predicted using regression analysis. In general, the trend analysis technique is 

employed to predict the performance of the software system. The proposed method in this paper will help the 

users of the software system to predict whether it satisfies their requirements for a set of features selected by them. 

The performance of the software gets vary based on the features selected by the users. The features may interact 

with other feature and degrade the overall performance of the system. The performance prediction is carried out 

using the Random forest which is capable of handling thousands of input variables without deleting the variables. 

Also it offers an experimental method for the detection of the feature interactions.  

 

KEYWORDS: performance prediction, random forest, categorical data, feature interaction, regression analysis. 

INTRODUCTION 
In software engineering the systems are constructed by integrating many reusable components which are known 

as features. Adding a feature in to a software system will increase the functionality of the system. This 

methodology will require less time to build a system and decreased time for marketing, improved quality of the 

product, and the products profile can be diversified. But still the success of the compositional approach mainly 

relies on the modularity of the reusable components. The need for modularity is made essential right from the 

beginning of the software engineering era, and also now in the new technological fields like synthetic biology. 

In a software system made from re-usable components called features, the interaction between the features occurs 

when the behavior of one feature influences or disturbs the behavior of another feature. In order to develop a 

highly secured system the developer must analyze all the possible outcomes, both the positive and negative 

outcomes, of the feature interaction [1]. In the case feature interaction problem, the fact is that it is not possible to 

isolate a feature. It communicates and co-operates with other features. But it is possible to detect or predict desired 

and undesired feature interactions in a scalable fashion. 

The high dynamic quality of the features in self-adaptive systems, cloud computing, and dynamic product lines 

exhibits a new challenge to find a solution for feature interaction problem [2]. It is noticed that even in internet 

applications, requirements engineering, transport systems, computational sciences and many other fields which 

does not come under the computer science field it is hard to solve feature interaction problem. There cannot be a 

common solution for feature interaction problem prevailing in many of the systems; the solution for a system will 

differ entirely from the solution for another system. At present many systems are providing options to the user to 

select the needed features based on the application scenario. Rather than focusing on the conventional 

requirements the users pay attention to the requirements like minimal energy consumption and max response time. 

To meet the non-functional requirements a prior knowledge on which combination of features will decrease the 
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performance of the system is essential. But it is infeasible to acquire knowledge about all combination of the 

features. So it will be better to identify the set of features whose combination doesn’t degrade the performance of 

the system.  

In this research the focus is about predicting the performance of the system in which the set of features is selected 

by the user. The prediction is made based on the previous recorded performance of the system for different 

combination of the features [3]. This prediction will help users to identify the set of features whose combination 

gives maximum performance. 

DATASET 
The focus in this research work is essentially on the configurable systems, which gives the users an option to 

select features based on their requirement. But because of the feature interaction problem, for a selected list of 

features the performance of the corresponding software may be reduced. To prevent these difficulties this work 

concentrates on developing a system which will predict the performance of the system based on a regression 

analysis using the Random Forest algorithm. Based on the predicted performance the user may change his 

preferred list of features. For our experiments and analysis out of the six real-world configurable systems namely 

Berkley DB (C), Berkley DB(Java), Apache, SQLite, LLVM, and x264, the SQLite is considered. The dataset is 

benchmark dataset generated by [4] and it contains performance measurement for different configuration of the 

system. In each of the system the performance has been measured by utilizing a conventional benchmark factor 

provided by the vendor of the software or used widely in the application domain. In this research work we have 

focused only on industrial programs rather than self-developed programs. 

 

RANDOM FOREST BASED REGRESSION ANALYSIS 
Decision trees are considered to be one of the most important machine learning algorithms, because its 

performance is not degraded even when the feature values are scaled or transformed. The accuracy of the trained 

model is not affected when irrelevant features are added. Especially the trees that are expanded deep have the 

ability to learn highly irregular patterns [5]. Because of low bias and very high variance generally they over fit 

their training sets. Random forest is a way of averaging multiple decision trees. The individual trees are trained 

with different parts of the same training set, aimed at reducing the variance. This is achieved normally by 

increasing the bias and losing interpretability to certain limit. Random forest is an ensemble based machine 

learning algorithm can also be used for regression analysis. It operates by forming a multitude of decision trees at 

the time of training. Then the model output the mean prediction of the individual trees [6].  

The training algorithm for random forest utilizes the bootstrap aggregating technique or bagging for learning. Let 

us considered the training set X = x1, ..., xn which has a response Y= y1, ..., yn. The bagging is done repeatedly on 

the data set for B times to select a random sample with replacement of the training set and to fit trees to these 

samples.  

For b = 1, ..., B: 

1. Sample, with replacement, n training examples from X, Y; call these Xb, Yb. 

2. Train a decision or regression tree fb on Xb, Yb. 

Once training is completed the model can be used to predict the response for test samples, x' by averaging the 

predictions of the individual regression trees on x' or by taking the majority vote in the case of decision trees. 

 

𝑓 ̂ =  
1

𝐵
∑ 𝑓𝑏̂(𝑥′)𝐵

𝑏=1                                                      (3.1) 

 

The bootstrapping method of learning increases the performance of the model by reducing the variance of the 

model. But at the same time the bias is not increased. Training many trees with a single training set will generate 

strongly correlated trees. Sometimes the same tree might be produced when the training algorithm is deterministic 

in nature. When the samples are bootstrapped to produce different training sets, the trees will be de-correlated. 

The value of B, the number of samples/trees is decided based on the size and nature of the training set. To find 

the optimal value of B, cross-validation method is used. In some of the application the value of B is fixed by 

verifying the out-of-bag error.  
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EXPERIMENTS AND RESULTS 
Initially the cross-validation algorithm is applied to split the dataset in to training and testing. The cross-validation 

is used for the estimation of the level of fit of a model to a dataset that is independent of the data that were used 

to train the model.  

4.1 Repeated random sub-sampling validation 

The validation is implemented by following the steps below:  

1. Assign each observation to any one of the groups namely training and validation randomly.  

2. Apply the training set to the model and generate a model which classifies or predicts the class or response 

variable for a given test sample. 

3. Using the samples from the test or validation dataset check the performance of the model and store this 

information. 

4. Repeat steps 1 to 3 many times. 

This method is also known as Monte Carlo cross-validation [7], which splits the dataset into training and validation 

randomly. For each split, the model is fit to the training data and the predictive accuracy is measured using the 

test set. The results are then averaged over the splits. The advantage of this method over the k-fold cross validation 

is that the percentage of the split between the training and validation does not depend on the number of iteration. 

When this method of validation is adopted the results may vary when the analysis is repeated with random splits. 

This kind of variation in the results is also termed as Monte Carlo variation.  

4.2 Building Random forest model 

After dividing the dataset in to training and testing set using the random sub-sampling validation method, the 

random forest regression model is built with 500 decision trees. Random Forest does not require split sampling 

method to estimate the accuracy of the built model. Self-testing possible even if all data is used for training as 2-

3rd of available training data is used to grow any one tree and the remaining one-third portion of training data 

always used to calculate out of bag error to assess model performance. 

The Out of bag error [8] is calculated for random forests during training, so there is no need for a separate test set 

to validate result. The error is calculated internally during the training time. While the forest is built using the 

training data, each decision tree is tested with the 1/3rd of the samples (36.8%) which are not utilized for the 

training the tree. The out of bag error estimate can be considered as an internal error estimate of a random forest 

while it is being constructed. The Fig. 1 shows the plot of the out of bag error estimated during training phase of 

the regression model. The plot indicates that there is no significant reduction in the error rate after 100 decision 

trees.  

 
Fig. 1 Error plot for training regression model 

 
After the error estimation then the variable importance is calculated using the two important measures namely 

%IncMSE and IncNodePurity. 

http://www.ijesrt.com/


   ISSN: 2277-9655 

[Sathya* et al., 5(10): October, 2016]   Impact Factor: 4.116 

IC™ Value: 3.00   CODEN: IJESS7 

http: // www.ijesrt.com                 © International Journal of Engineering Sciences & Research Technology 

 [291] 
 

1. %IncMSE – Using the permutation this measure is estimated from the test data. For each tree present in the 

random forest, the prediction error for the test samples is estimated. This procedure is repeated after permutation 

of the predictor variable. Over all trees the difference between the error for the normal variable and the error for 

the permutation of the predictor variable is averaged. Then it is normalized by the standard deviation of the 

differences. If the difference is higher, then the importance of the variable is also high. 

   𝑀𝑆𝐸 = 𝑚𝑒𝑎𝑛((𝑦𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)^2
)                                              (4.1) 

2. IncNodePurity -  By averaging the overall decrease in the node impurities from splitting on the variable the 

node purity is calculated. It is measure by residual sum of squares. Impurity is calculated only at node at which 

that variable is used for that split.  

The importance of the top 10 variables is presented in the Fig. 2 using a variable importance plot. Depending on 

the variable importance plot, the variables can be selected for other predictive modeling or machine learning 

technique. 

 

 
 

Fig. 2 Variable Importance plot (Top 10 variables) 

This will give the user a clear idea about on list of features which are of high importance for the performance of 

the software.  

Then the performance of the constructed prediction model is analyzed using the RMSE and MAE parameters. 

Root Mean Square Error is the difference between values response predicted by a model or an estimator and the 

values actually observed. The RMSE represents the sample standard deviation of the differences between 

predicted values and observed values. These individual differences are called residuals when the calculations are 

performed over the data sample that was used for estimation, and are called prediction errors when computed out-

of-sample. The RMSE serves to aggregate the magnitudes of the errors in predictions for various times into a 

single measure of predictive power.  

RMSE is a good measure of accuracy, but only to compare forecasting errors of different models for a particular 

variable and not between variables, as it is scale-dependent. In an optimal model the RMSE for the training and 

the test sets should be very similar. If the RMSE for the test set is much higher than that of the training set, it is 

likely that the training data may be over fit.  

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑|𝑓𝑖 − 𝑦𝑖|2

𝑛

𝑖=1

                                                   (4.2) 

The mean absolute error (MAE) is a quantity used to measure how close forecasts or predictions are to the eventual 

outcomes. The mean absolute error is given by  

𝑀𝐴𝐸 =  
1

𝑛
∑|𝑓𝑖 − 𝑦𝑖|

𝑛

𝑖=1

 =  
1

𝑛
∑|𝑒𝑖|

𝑛

𝑖=1

                                     (4.3) 
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where 𝑓𝑖𝑖𝑠 𝑡ℎ𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑎𝑛𝑑 𝑦𝑖  𝑖𝑠 𝑡ℎ𝑒 𝑎𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒.The mean absolute error is an average of 

the absolute errors where is the prediction and the true value.  

 

 
Fig. 3 Performance Analysis of Random Forest 

To analyze the performance of the random forest for regression analysis, the training data is given as input to 

models with different node size and is presented in Fig. 3. Lower values of RMSE in the graph indicate the better 

fit of the model for the data. The accuracy in predicting the response can be measured with the RMSE value. It is 

the most important criterion for fit if the main purpose of the model is prediction. In regression analysis problem, 

the mean squared error is rarely utilized to denote the unbiased estimate of error variance which is equal to the 

residual sum of squares divided by the number of degrees of freedom. 

 

CONCLUSION 
In this paper random forest based regression analysis is preformed to predict the performance of the software 

system. The dataset, used for training and testing the developed prediction model, is composed of categorical data 

i.e. they represent the presence of a feature in the software application or not. The random forest based regression 

analysis is best suited for categorical kind of data. The proposed method for predicting the performance of the 

configurable software system exhibits high accuracy and low error rate. Also this method is capable of presenting 

the variable importance as a plot. The error rate during the training phase of the regression model is also very less.  
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